
Do You Even Lift? Strengthening Compiler Security

Guarantees against Spectre Attacks
∗

XAVER FABIAN, CISPA Helmholtz Center for Information Security, Germany and University of Trento,
Italy
MARCO PATRIGNANI, University of Trento, Italy
MARCO GUARNIERI, IMDEA Software Institute, Spain
MICHAEL BACKES, CISPA Helmholtz Center for Information Security, Germany

Mainstream compilers implement different countermeasures to prevent specific classes of speculative execution
attacks. Unfortunately, these countermeasures either lack formal guarantees or come with proofs restricted to
speculative semantics capturing only a subset of the speculation mechanisms supported by modern CPUs,
thereby limiting their practical applicability. Ideally, these security proofs should target a speculative semantics
capturing the effects of all speculation mechanisms implemented in modern CPUs. However, this is impractical
and requires new secure compilation proofs to support additional speculation mechanisms.

In this paper, we address this problem by proposing a novel secure compilation framework that allows lifting
the security guarantees provided by Spectre countermeasures from weaker speculative semantics (ignoring
some speculation mechanisms) to stronger ones (accounting for the omitted mechanisms) without requiring
new secure compilation proofs. Using our lifting framework, we performed the most comprehensive security
analysis of Spectre countermeasures implemented in mainstream compilers to date. Our analysis spans 9
different countermeasures against 5 classes of Spectre attacks, which we proved secure against a speculative
semantics accounting for 5 different speculation mechanisms. Our analysis highlights that fence-based and
retpoline-based countermeasures can be securely lifted to the strongest speculative semantics under study.
In contrast, countermeasures based on speculative load hardening cannot be securely lifted to semantics
supporting indirect jump speculation.
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1 Introduction

Spectre [39] and other speculative execution attacks exploit the fact that modern CPUs speculate
over the outcome of different instructions—branches [39], indirect jumps [39], stores and loads [35],
and returns [41]—to bypass software-level security checks and leak sensitive information.
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Tomitigate these attacks, mainstream compilers likeGcc and Clang implement countermeasures
in the form of secure compilation passes [14, 15, 36]. These passes modify a given program to
prevent specific classes of speculative leaks. Unfortunately, the majority of these countermeasures
lack formal security guarantees. Even countermeasures that come with formal security guarantees,
however, are proved secure against models (called speculative semantics) that only capture the
specific speculative leaks each countermeasure is designed to prevent. For instance, some Spectre-
PHT1 countermeasures have recently been proved secure [49] against a speculative semantics that
only models speculation over branch instructions.

Modern CPUs, however, employ a variety of speculation mechanisms which need to be accounted
for when reasoning about speculative leaks. This limits the practical applicability of existing
security proofs that focus on restricted classes of speculative leaks. For instance, the security
proofs from Patrignani and Guarnieri [49] ignore some speculation mechanisms (e.g., speculation
over memory disambiguation or indirect jumps) implemented in all mainstream CPUs, which
might compromise the proved guarantees. Unfortunately, extending security proofs to support
new speculation mechanisms is far from trivial since programs that are seemingly secure when
considering each speculation mechanism in isolation might still leak due to their interactions [24].
This has direct impact on existing security proofs: as we show in Section 5, the security guarantees
of speculative load hardening, a countermeasure implemented in the Clang compiler (and the
corresponding proof [49]), break when extending the underlying speculative semantics to support
speculation over indirect jumps.
Thus, establishing the security guarantees of any countermeasure ideally requires proving the

security of that countermeasure against attacker models capturing the effects of all speculation
mechanisms implemented in modern CPUs. This approach, however, is impractical: (1) it requires
developing new secure compilation proofs against stronger models (i.e., models accounting for
additional speculation mechanisms) for those countermeasures that have already been proved
secure against weaker models, and (2) it requires additional secure compilation proofs whenever a
new speculation mechanism is discovered from reverse engineering of existing CPUs.
In this paper, we address this problem by developing a formal framework that allows us to

precisely characterize when the security guarantees provided by Spectre countermeasures can be
lifted from weaker models (ignoring some speculation mechanism) to stronger ones (accounting
for the omitted mechanisms). This lifting allows us to account for further speculative mechanisms
without requiring new secure compilation proofs. Using our lifting framework, we performed a com-
prehensive security analysis of the Spectre countermeasures implemented in mainstream compilers,
which we proved secure against a speculative semantics accounting for all known speculation
mechanisms for which formal models exist. Concretely, we make the following contributions:
• We formalise two novel speculative semantics capturing speculation over indirect jumps [39]
(denoted as J) and straight-line speculation [7] (denoted as SLS). We present these novel
semantics alongside the formalisation of the language model we use in Section 2.
• We develop a new framework for reasoning about the security of compiler-level countermea-
sures against leaks induced by multiple speculation mechanisms (Section 3). This framework
integrates the core ideas from the composition framework from Fabian et al. [24] and from
the secure compilation framework from Patrignani and Guarnieri [49] to allow reasoning
about secure compilers against multiple speculative semantics. We equip our framework
with a precise notion of leakage ordering (inspired by the notion of hardware-software con-
tracts [30]) that precisely relates the information exposed by different speculative semantics,

1Spectre-PHT [39] refers to a class of speculative execution attacks exploiting speculation over branch instructions. Here,
PHT stands for “Pattern History Table”, one of the microarchitectural mechanisms responsible for branch speculation.
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where semantics supporting more speculation mechanisms are stronger with respect to our
ordering as they leak more. The integration of all these concepts required developing new
insights tailored for secure compilation, e.g., novel well-formedness conditions for composi-
tion, preservation of compiler security from composed semantics to components and from
stronger semantics to weaker ones.
• We precisely characterize under which conditions the security guarantees provided by a
compiler can be lifted from a base speculative semantics 𝑥 to a stronger semantics 𝑥+𝑦 ,
i.e., one that extends the base semantics 𝑥 to model the effects of additional speculation
mechanisms captured by the semantics 𝑦 (Section 4). Our lifting theorem (Theorem 4) states
that the guarantees provided by a secure compiler for the base semantics 𝑥 can be lifted to
the extended semantics 𝑥+𝑦 whenever three core properties are satisfied: Security in Origin
(i.e., the compiler is secure w.r.t. the base semantics 𝑥 ), Independence in Extension (i.e.,
the compiler does not introduce further leaks under the extension semantics 𝑦), and Safe
Nesting (i.e., there are no new leaks due to speculations arising only from the combination
of semantics 𝑥 and 𝑦). Finally, to simplify proving Independence and Safe Nesting, we
propose two sufficient conditions, Syntactic Independence and Trapped Speculation, that
provide the same guarantees with simpler proofs but under stricter constraints.
• Using our framework, we perform a comprehensive security analysis of Spectre countermea-
sures in mainstream compilers (Section 5). Our analysis spans 9 countermeasures against
5 different Spectre attacks: Spectre-PHT [39], Spectre-BTB [39], Spectre-STL [35], Spectre-
RSB [41, 43], and Spectre-SLS [7]. To the best of our knowledge, this is the most extensive
formal analysis of compiler countermeasures against speculative attacks to date (prior stud-
ies [49] are limited to Spectre-PHT countermeasures). As part of this analysis, we precisely
characterize the security guarantees of all countermeasures with respect to a combined
speculative semantics accounting for five different speculation mechanisms (all those for
which formal models exist). We remark that our lifting theorem (Theorem 4) is instrumental
in making our security analysis feasible since we use it to lift each countermeasure’s security
guarantees to all possible combined semantics without requiring new secure compilation
proofs, which significantly reduces the amount of secure compilation proofs needed.
Our security analysis highlights that:
– Countermeasures that block or trap speculation, i.e., fence-based [37, 38] and retpoline-
based [36] approaches, are the most secure—their security guarantees can be lifted to
the stronger speculative semantics we can model. Furthermore, lifting their guarantees is
“easy”: it can be done with minimal proof effort since Syntactic Independence and Trapped
Speculation can be used to simplify lifting proofs.

– Countermeasures that mask insecure values during speculation i.e., Speculative Load Hard-
ening [16] (SLH) and its variants [49, 59], require careful handling of the interactions
between masking code and different speculation mechanisms. For instance, we show that
the guarantees of SLH cannot be lifted to models supporting speculation over indirect
jumps, because the speculation flag (which tracks whether mispredictions are happening) is
not tracked correctly between jumps. Even when lifting is possible, lifting SLH guarantees
is more difficult than for the other countermeasures we analyzed since it requires full proofs
of Independence and Safe Nesting (the simpler sufficient conditions are not applicable).

• We mechanise the core results regarding our lifting framework (not those associated with
our security analysis) in the Coq proof assistant and indicate those theorems with .

The paper concludes with a discussion of the presented result (Section 6), related work (Section 7),
and conclusions (Section 8). For simplicity, we only discuss key aspects of our formal models here.
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Events 𝜆 ::= 𝜖 | 𝛼? | 𝛼! | 𝛿 |  Actions 𝛼 ::= (call 𝑓 ) | (ret)
𝜇arch. Acts. 𝛿 ::= store(n) | load(n) | pc(l) | startx | rlbx

Programs W , P ::= M, F, I Attackers A ::= M, F [·] Imports I ::= f

Functions F ::= ∅ | F ; 𝑓 ↦→ (𝑙𝑠𝑡𝑎𝑟𝑡 , 𝑐) Code c ::= 𝑛 : 𝑖 | 𝑐1; 𝑐2 Codebase C ::= F, I

Values 𝑣 ∈ Vals = N ∪ {⊥} Expressions 𝑒 ::= 𝑣 | 𝑥 | ⊖𝑒 | 𝑒1 ⊗ 𝑒2

Instructions 𝑖 ::= skip | 𝑥 ← 𝑒 | load 𝑥, 𝑒 | store 𝑥, 𝑒 | jmp 𝑒 | beqz 𝑥, 𝑙 | 𝑥 𝑒?←− 𝑒′ |
spbarr | call 𝑓 | ret | loadprv 𝑥, 𝑒 | storeprv 𝑥, 𝑒

Configurations 𝜎 ::= ⟨𝑝,𝑚, 𝑎⟩ Frames B ::= ∅ | n;𝐵
Prog. States Ω ::= 𝐶;𝐵;𝜎 RegisterFile a ::= ∅ | a;𝑥 ↦→ 𝑣

Registers 𝑥 ∈ Regs Memory m ::= ∅ | m;𝑛 ↦→ 𝑣 where 𝑛 ∈ Z

Fig. 1. Event Model, Static and Runtime Syntax

Full details and proofs can be found in the companion report [26]. The Coq development for the
mechanisation of the proofs is available at [25].

2 Language Formalisation: 𝜇Asm, Speculative Semantics, and Their Combinations

This section presents 𝜇Asm, an assembly-like language [31] that we extend with a notion of
components in order to identify the unit of compilation [49]. We use 𝜇Asm as a basis for our formal
framework and secure compilers.

First, we introduce the attacker model we consider (Section 2.1). Next, we present 𝜇Asm’s syntax
and non-speculative semantics first (Section 2.2), followed by the different speculative semantics
(Section 2.3). We then show how to combine different speculative semantics (Section 2.4) to account
for multiple sources of speculative leaks. Finally, we describe how different semantics can be
compared in terms of leaked information (Section 2.5).

2.1 Attacker Model

We adopt a commonly-used attacker model [3, 17, 21, 24, 29–31, 49, 56]: an attacker that observes
the execution of a program through events 𝜏 (Figure 1). These events model timing leaks through
cache and control flow while abstracting away low-level microarchitectural details.
Events 𝜆 are either the empty event 𝜖 , an action 𝛼? or 𝛼! where ? denotes events from the

component to the attacker and ! denotes events in the other direction, a microarchitectural action
𝛿 , or the designated event  denoting termination.

Action call f ? represents a call to a function 𝑓 in the component, while call f ! represents a
call(back) to the attacker. In contrast, action ret! represents a return to the attacker and ret? a
return(back) to the component.

The microarchitectural actions store(n) and load(n) track addresses of store and loads, thereby
capturing leaks through the data cache. Moreover, pc(l) tracks the program counter during execu-
tion, thereby capturing leaks through the instruction cache. Finally, the startx and rlbx microar-
chitectural actions respectively denote the start and rollback of a speculative transaction [31], i.e.,
a set of speculatively executed instructions. Since we consider multiple speculative semantics (and

Proc. ACM Program. Lang., Vol. 9, No. POPL, Article 31. Publication date: January 2025.



Do You Even Lift? Strengthening Compiler Security Guarantees against Spectre Attacks 31:5

their combinations), startx and rlbx actions are labelled with an identifier 𝑥 denoting from which
semantics the transaction originated.
Traces 𝜏 are sequences of events 𝜆. A trace 𝜏 is terminating if it ends in  . Given a trace 𝜏 , its

non-speculative projection 𝜏↾𝑛 [31] consists of all observations associated with non-speculatively ex-
ecuted instructions and it is computed by removing all sub-sequences enclosed between startx and
rlbx for any 𝑥 . To reason about combined semantics [24], we also need projections 𝜏↾𝑥 that removes
from the trace the contributions of a specific semantics with identifier 𝑥 . Specifically, 𝜏↾𝑥 denotes
the trace obtained by removing from 𝜏 all sub-sequences enclosed startx and rlbx for a given 𝑥 .

2.2 Syntax and Semantics of 𝜇Asm

𝜇Asm’s syntax is presented in Figure 1; we indicate the sequence of elements 𝑒1, · · · , 𝑒2 as 𝑒 and
𝑒 · 𝑒 denotes a stack with top element 𝑒 and rest of stack 𝑒 .

𝜇Asm has a notion of components, i.e., partial programs 𝑃 , and of attackers 𝐴. Components 𝑃
define their memory𝑚 (defined later), a list of functions 𝐹 , and a list of imports 𝐼 , which are all
the functions the component expects to be defined by an attacker. An attacker 𝐴 only defines its
memory and its functions. We indicate a program code base, i.e., its functions and imports, as 𝐶 . A
component 𝑃 and attacker 𝐴 can be linked to obtain a whole program𝑊 ≡ A [𝑃].

Functions consist of a start label 𝑙start indicating the position of the code 𝑐 of that function. Each
function ends with a ret instruction. Code 𝑐 is a sequence of mappings from natural-number labels
to instructions 𝑖 , where instructions 𝑖 include skipping, (conditional) register assignments, (private)
loads, (private) stores, indirect jumps, conditional branches, speculation barriers, calls, and returns.2
Instructions can refer to expressions 𝑒 , constructed by combining registers 𝑥 (described below)
and values 𝑣 with unary and binary operators. Values come from the set Vals and can be natural
numbers, labels, or ⊥.

Non-Speculative States. 𝜇Asm’s semantics is defined in terms of program states (Figure 1). Program
states 𝐶 ;𝐵;𝜎 consist of a codebase 𝐶 , a return frame 𝐵, and a configuration 𝜎 . 𝐶 is used to look up
functions, while 𝐵 stores the return addresses of called functions. 𝐵 consists of a stack of stacks of
natural numbers 𝑛. A new empty stack 𝑛 is created whenever a context switch between component
and attacker happens. In this way, neither component nor attacker can manipulate the return stack
of each other. Configurations 𝜎 consist of the program 𝑝 , the memory𝑚, and the register file 𝑎.
The code of the program 𝑝 is defined as the union of the code of all the functions and is a partial
function mapping labels 𝑙 to instructions 𝑖 .
Memories𝑚 map memory addresses 𝑛 ∈ Z to values 𝑣 . The memory is split into a public part

(represented by positive addresses 𝑛 ≥ 0) and a private part (represented by negative addresses
𝑛 < 0). Attackers 𝐴 can only define and access the public memory while programs 𝑃 define the
private memory and can access both private and public memory.
Register files 𝑎 map registers 𝑥 in Regs to their values 𝑣 . Note that the set Regs includes the

designated registers pc and sp, modelling the program counter and the stack pointer respectively.

Non-Speculative Operational Semantics. 𝜇Asm is equipped with a big-step operational seman-
tics [31] for expressions and a small-step operational semantics for instructions generating events.
The former has judgement 𝑎 ⊲ 𝑒 ↓ 𝑣 and means: “expression 𝑒 reduces to value 𝑣 under register file
𝑎.” The latter has judgement Ω

𝜏−→ Ω′ meaning: “state Ω reduces in one step to Ω′ emitting label 𝜏 .”
Below is a selection of these rules. Rule Load executes a load instruction from address 𝑛, emitting

the related microarchitectural action load 𝑛 exposing the accessed address 𝑛. Rule Call executes a
call to function 𝑓 ′ (whose address𝑛′ is looked up in the functions table F ), it updates the register file
2Technically, instruction labels are drawn from a set 𝐿 of abstract labels mapped to natural numbers before execution.
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𝑎′ = 𝑎[pc ↦→ 𝑛′], and it pushes a new frame with the return address 𝑎(pc) + 1 on the frames stack.
The auxiliary function find_fun(𝑛) = 𝑓 is used to look up a function 𝑓 starting from an address 𝑛
in memory, while 𝐶.intfs ⊢ 𝑓 ′, 𝑓 : 𝑖𝑛 is an (omitted) judgement to determine the decorator for the
call (and return) action: ? or ! depending on whether the call or return comes from the attacker to
the component or vice-versa. Rule Ret resumes the computation with the pc set to the address (𝑙 ) it
pops from the frames stack.

Ω
𝜏−→ Ω′

(Load)

𝑝 (𝑎(pc)) = load 𝑥, 𝑒 𝑥 ≠ pc 𝑎 ⊲ 𝑒 ↓ 𝑛

𝐶;𝐵; ⟨𝑝,𝑚, 𝑎⟩ load 𝑛−−−−−→ 𝐶;𝐵; ⟨𝑝,𝑚, 𝑎[pc ↦→ 𝑎(pc) + 1, 𝑥 ↦→𝑚(𝑛)]⟩
(Call)

𝑝 (𝑎𝑣 (pc)) = call 𝑓 ′ F (𝑓 ′) = 𝑛′ 𝑓 ′ ∈ 𝐶.funs 𝑎′ = 𝑎[pc ↦→ 𝑛′]
𝑎(pc) = 𝑛 find_fun(𝑛) = 𝑓 𝐶.intfs ⊢ 𝑓 ′, 𝑓 : 𝑖𝑛

𝐶;𝐵; ⟨𝑝,𝑚, 𝑎⟩
call 𝑓 ′?
−−−−−→ 𝐶; (𝐵 · (𝑎(pc) + 1); ∅); ⟨𝑝,𝑚, 𝑎′⟩

(Ret)

𝑝 (𝑎(pc)) = ret 𝑎(pc) = 𝑛 𝑎′ = 𝑎[pc ↦→ 𝑙]
find_fun(𝑛) = 𝑓 find_fun(𝑙) = 𝑓 ′ 𝐶.intfs ⊢ 𝑓 ′, 𝑓 : 𝑖𝑛

𝐶; (𝐵 · 𝑙 ;𝑛); ⟨𝑝,𝑚, 𝑎⟩ ret?−−−→ 𝐶;𝐵; ⟨𝑝,𝑚, 𝑎′⟩
Lastly, the semantics must capture the execution of whole programs. Whole programs are the

result of linking attackers and components and must have no undefined function imports. Whole
programs have a (straightforward and therefore omitted) big-step semantics ⇓ that concatenates
single steps into multiple ones and single labels into traces. The judgement Ω ⇓𝜏 Ω′ is read: “state
Ω emits trace 𝜏 and becomes Ω′.” The behaviour of a whole program𝑊 , written Beh𝑁𝑆 (𝑊 ), is the
set of terminating traces it produces.

Source Programs. The semantics described so far has no speculation. We use it as semantics for
the source programs of all our compilers. We indicate the language of such source programs as L.

2.3 Speculative Semantics

The target languages of the compilers we consider all have different speculative semantics mod-
eling the effects of speculatively executed instructions. The speculative semantics we define are
summarised in Table 1, where we list the instruction triggering speculation for each semantics.

Table 1. Speculative semantics with the instructions they speculate on

and their effects on execution.

Semantics Spec. Source (specInst) Effect

B [31] beqz branch misprediction
S [24] store store bypass
J (new) (indirect) jmp different jump target
R
[24] ret return misprediction

SLS (new) ret return bypass

We consider five different spec-
ulative semantics capturing branch
speculation ( B), store-bypass
speculation ( S), indirect jump
speculation ( J), speculation us-
ing a return-stack buffer (

R
),

and straight-line speculation
over return instructions ( SLS).
While B, S, and R

come
from prior work [24, 31], the J
and SLS semantics are novel.
All these semantics follow the always-mispredict approach [31]. At every instruction trigger-
ing speculative execution, the semantics first speculatively executes the wrong path for a bounded
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number of steps (called the speculation window) and then continues with the correct one. The
effects of the speculatively executed instructions are visible on the trace as actions enclosed be-
tween start and rlb events. This always-mispredict approach captures the worst-case scenario
in terms of leakage because it always explores all executions (and corresponding observations)
associated with any possible choice of predicted values independently of the actual prediction. This
over-approximates any (cache-based) observations that an attacker that can control speculation
and select the predicted values among the possible predictions could observe.
All the speculative semantics we consider follow a similar structure, which we recap now.

Formally, the speculative state Σ𝑥 is a stack of speculative instances Φ𝑥 where reductions happen
only on top of the stack. Each instance Φ𝑥 contains the program state Ω and the remaining
speculation window 𝑛 describing the number of instructions that can still be executed speculatively
(or ⊥ when no speculation is happening). Depending on the semantics, the instance Φ𝑥 may track
additional data, e.g., the return-stack buffer in

R
. Below, we leave this additional information

abstract and we indicate it by ...; we refer to the companion report for full definitions of speculative
states. Throughout the paper, we fix the maximal speculation window, i.e., the maximum number
of speculative instructions, to a global constant 𝜔 .

Speculative States Σ𝑥 ::= Φ𝑥 Speculative Instance Φ𝑥 ::= ⟨Ω, 𝑛, ...⟩
Each semantics has an instruction that starts speculation (the central column of Table 1): whenever
those instructions are executed, the semantics first pushes the mispredicted state and then the
correct state onto the state Σ𝑥 .
The (small-step) judgement for all speculative semantics is of the form Σ𝑥

𝜏

𝑥 Σ′𝑥 and it
describes how the speculative state is updated when executing instructions. For all speculative
semantics, the behaviour Beh𝑥 (𝑊 ) of a whole program𝑊 is the trace 𝜏 generated by the big-step
judgment ⇓𝑥 , which executes the program𝑊 starting from its initial state until termination and
collect all produced actions.

Below, we overview the small-step judgments Σ𝑥
𝜏

𝑥 Σ′𝑥 for the speculative semantics we study.
We start from the two new speculative semantics SLS (Section 2.3.1) and J (Section 2.3.2) and
later present the semantics B (Section 2.3.3), S (Section 2.3.4), and

R
(Section 2.3.5) from prior

work [24, 31]. We first describe all rules for SLS, which we use to explain the structure of all our
speculative semantics. In contrast, for J, B, S, and R

, we only report the most significant
rule for each semantics, i.e., the rule that triggers the specific form of speculation listed in Table 1.

2.3.1 Modeling Straight-Line Speculation. Straight-line speculation (SLS) [5, 7] is a speculation
mechanism implemented in some CPUs where return instructions are speculatively bypassed and
the execution continues speculatively (after ignoring the return) for a fixed number of steps. The

SLS semantics models the effect of straight-line speculation using the small-step rules below.
Speculation is started by ret instructions. Whenever the semantics executes ret, the return

is speculatively bypassed and execution speculatively continues after the return (captured by
Rule SLS:AM-Ret-Spec). The rule pushes on the stack of speculative states a new speculative
instance ⟨Ω′′, j⟩, from which execution will continue. Note that speculation only starts when we
are inside the component. For this, the rule checks that the function 𝑓 being executed is not in the
imports, i.e., it is not attacker-defined: this ensures that labels are only produced when non-attacker
code is executed. Otherwise, execution continues normally (Rule SLS:AM-Ret-Spec-att).
Executing instructions that do not trigger speculation updates the program state according to

the non-speculative semantics, reduces the speculation window by 1, and produces actions when
needed (Rule SLS:AM-NoSpec-action and Rule SLS:AM-NoSpec-epsilon). These rules are only
triggered when the instruction is not a return, a fence or it is not in a set of instructions Z, which is
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31:8 Xaver Fabian, Marco Patrignani, Marco Guarnieri, and Michael Backes

used to track the speculation-related instructions across combinations of the semantics [24]. When
the speculation window in the top instance hits 0, the speculative state is rolled back and discarded
(Rule SLS:AM-Rollback) and execution continues from the speculative instance now on top.

Finally, speculation barriers terminate speculation, which we model by setting the current
speculation window to 0 (Rule SLS:AM-barr-spec). In non-speculative executions (i.e., when the
speculation window is ⊥), speculation barriers are handled as skip (Rule SLS:AM-barr).

ΦSLS

𝜏

SLS Φ
′
SLS

(SLS:AM-Ret-Spec)

p(𝜎 (pc)) = ret Ω
𝜏−→ Ω′ Ω = F; I;B;𝜎 find_fun(Ω(pc)) = f f ∉ I

Ω′′ = F; I;B;𝜎 ′′ 𝜎 ′′ = 𝜎 [pc ↦→ Ω(pc) + 1] j = min(𝜔, n)

⟨Ω, n + 1⟩
𝜏

SLS ⟨Ω′, n⟩ · ⟨Ω′′, j⟩
(SLS:AM-Ret-Spec-att)

p(𝜎 (pc)) = ret Ω
𝜏−→ Ω′

find_fun(Ω(pc)) = f f ∈ I

⟨Ω, n + 1⟩
𝜏

SLS ⟨Ω′, n⟩

(SLS:AM-NoSpec-action)

p(𝜎 (pc)) ≠ ret, spbarr,Z
Ω

𝜏−→ Ω′

⟨Ω, n + 1⟩
𝜏

SLS ⟨Ω′, n⟩

(SLS:AM-Rollback)

n = 0 or ⊢ Ω : fin

⟨Ω, n⟩
rlbSLS

SLS 𝜀

(SLS:AM-NoSpec-epsilon)

p(𝜎 (pc)) ≠ ret, spbarr,Z
Ω

𝜖−→ Ω′

⟨Ω, n + 1⟩
𝜖

SLS ⟨Ω′, n⟩

(SLS:AM-barr)

p(𝜎 (pc)) = spbarr
Ω′ = Ω[pc ↦→ pc + 1]

⟨Ω,⊥⟩
𝜖

SLS ⟨Ω′,⊥⟩

(SLS:AM-barr-spec)

p(𝜎 (pc)) = spbarr
Ω′ = Ω[pc ↦→ pc + 1]

⟨Ω, n + 1⟩
𝜖

SLS ⟨Ω′, 0⟩

2.3.2 Modeling Jump Speculation. Jump speculation allows jump instructions to speculate the
address where they are jumping to [39]. To model this, Rule J:AM-Jmp-Spec creates a set of
speculative instances, with one speculative instance for each of the possible jump targets in the
program, by updating the program counter pc to that jump target.

ΦJ
𝜏

J Φ
′
J

(J:AM-Jmp-Spec)

p(𝜎 (pc)) = jmp x x ∈ Regs Ω
𝜏−→ Ω′ Ω = F; I;B;𝜎

find_fun(Ω′ (pc)) = f ′ find_fun(𝜎 (pc)) = f f ∉ I I ⊢ f, f ′ : 𝑖𝑛𝑡𝑒𝑟𝑛𝑎𝑙
j = min(𝜔, n) Σ′′J =

⋃
𝑙∈𝑝 ⟨Ω′′, j⟩ where Ω′′ = F; I;B;𝜎 [pc ↦→ l]

⟨Ω, n + 1⟩
𝜏

J ⟨Ω′, n⟩ · Σ′′J

2.3.3 Modeling Branch Speculation. CPUs speculate over the outcome of branch instructions [39],
which might result in speculatively executing the wrong branch. To model this, we rely on the

B semantics from [31] where Rule B:AM-Branch-Spec speculates on branching instructions by
pushing on top of the stack of speculative states the state that is opposite of the evaluated condition.

ΦB
𝜏

B Φ
′
B
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(B:AM-Branch-Spec)

p(𝜎 (pc)) = beqz x, l Ω
𝜏−→ Ω′ Ω = F; I;B;𝜎 find_fun(𝜎 (pc)) = f f ∉ I

Ω′′ = F; I;B;𝜎 ′′ 𝜎 ′′ = 𝜎 [pc ↦→ l′] j = min(𝜔, n)
if 𝜎 ′ (pc) = l then l′ = 𝜎 (pc) + 1 otherwise l′ = l

⟨Ω, n + 1⟩
𝜏

B ⟨Ω′, n⟩ · ⟨Ω′′, j⟩
2.3.4 Modeling Store-bypass Speculation. Modern CPUs write stores to main memory asynchro-
nously to reduce delays caused by thememory subsystem. Thismay result in speculatively bypassing
store instructions and fetching stale information from the CPU’s load-store queue [35]. To model
this, we rely on the S semantics from [24] where Rule S:AM-Store-Spec speculates on stores by
adding a state at the top of the stack where a store has been skipped.

ΦS

𝜏

S Φ
′
S

(S:AM-Store-Spec)

p(𝜎 (pc)) = store x, e Ω
𝜏−→ Ω′ Ω = F; I;B;𝜎 find_fun(𝜎 (pc)) = f f ∉ I

Ω′′ = F; I;B;𝜎 ′′ 𝜎 ′′ = 𝜎 [pc ↦→ Ω(pc) + 1] j = min(𝜔, n)

⟨Ω, n + 1⟩
𝜏

S ⟨Ω′, n⟩ · ⟨Ω′′, j⟩
2.3.5 Modeling Return Speculation. CPUs also speculate on the outcome of return instructions [41].
For this, they rely on a microarchitectural data structure called the return-stack-buffer (RSB).
The speculative semantics

R
, taken from [24], models this kind of speculation by extending the

speculative instances with a return stack buffer R, which is a list of return locations. Rule R:AM-
Ret-Spec, which is the one starting speculation, works by speculatively returning to the ‘wrong’
location l at the top of the RSB whenever l differs from the expected return address B(0) upon
encountering a return instruction. Note also that the semantics pushes a return address to the RSB
whenever a call instruction is executed (not shown in the rules below).

ΦR

𝜏

R Φ
′
R

(R:AM-Ret-Spec)

p(𝜎 (pc)) = ret Ω
𝜏−→ Ω′ Ω = F; I;B;𝜎 Ω′ = F; I;B′;𝜎 ′ R = R′ · l

l ≠ B(0) Ω′′ = F; I;B′;𝜎 ′′ j = min(𝜔, n)
find_fun(𝜎 (pc)) = f find_fun(𝜎 ′ (pc)) = f ′ f, f ′ ∉ I 𝜎 ′′ = 𝜎 [pc ↦→ l]

⟨Ω,R, n + 1⟩
𝜏

R ⟨Ω′,R′, n⟩ · ⟨Ω′′,R′, j⟩

2.4 Combining Speculative Semantics

To reason about leaks resulting from multiple speculation sources, we rely on the combination
framework from Fabian et al. [24]. This framework allows combining multiple speculative semantics
(for different speculation sources) into a combined semantics that allows reasoning about all these
kinds of speculation. For instance, combining B and S yields the composed semantics B+S that
speculates on both beqz and store instructions. We remark that a composed semantics is “stronger
than its parts”, that is, it may explore speculative actions that only arise from the interaction of its
component semantics. As shown in [24], some programs contain leaks only under the composed
semantics, even though the programs are leak-free when considering the base semantics in isolation.
The core component of this combination framework is the notion of well-formed composition,

which needs to be tailored to the specific properties that combinations need to preserve. Here we
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report two properties that well-formed combinations need to satisfy; we will introduce a third,
novel, well-formedness condition in Section 3 to deal with preservation of the security properties.

Definition 1 (Well-Formed Composition – Part 1). The composition of semantics 𝑥 and 𝑦 is
well-formed, denoted with ⊢ 𝑥+𝑦 : WFC, if it satisfies the following properties and the property later
defined in Definition 6:

• Confluence [24]: If Σ𝑥+𝑦
𝜏 ′

𝑥+𝑦 Σ′𝑥+𝑦 and Σ𝑥+𝑦
𝜏 ′′

𝑥+𝑦 Σ′′𝑥+𝑦 , then Σ′𝑥+𝑦 = Σ′′𝑥+𝑦 and 𝜏 ′ = 𝜏 ′′.
• Projection Preservation [24]: Beh𝑥 (𝑃) = Beh𝑥+𝑦 (𝑃)↾𝑦 and Beh𝑦 (𝑃) = Beh𝑥+𝑦 (𝑃)↾𝑥 .

Confluence ensures the determinism of the combined semantics (where Σ𝑥+𝑦 is the operational
state for the combined semantics), whereas Projection Preservation ensures that the speculative
behaviour of the source semantics can be recovered from the behavior of the composed semantics.

2.5 Leakage Ordering

Each speculative semantics in Table 1, as well as their compositions, capture different “attacker
models”, where the attacker can observe the effects (visible on the traces) of the speculative
instructions modelled by the semantics. To reason about the strength of these attacker models, we
follow [30] and introduce a partial order in terms of leakage between the different semantics. In
particular, we say that semantics 1 is weaker than another semantics 2, written 1 ⊑ 2 iff 2
leaks more than 1, i.e., if any two initial configurations that result in different traces for 1 also
result in different traces for 2.3

B+J+S+R B+J+S+SLS

J+S+R B+J+R B+S+R B+J+S B+J+SLS B+S+SLS J+S+SLS

J+R S+R B+R J+S B+J B+S B+SLS J+SLS S+SLS

𝑁𝑆

R J S B SLS

Fig. 2. Ordering of 𝜇Asm semantics. A semantics higher in the order is

stronger, i.e., exposes more information.

Figure 2 depicts all the
semantics studied in this
paper as well as their com-
binations ordered accord-
ing to the amount of leaked
information, where there
is an edge from semantics

1 to 2 whenever 1 ⊑
2. In the figure, the weak-

est semantics is 𝑁𝑆 , since
it only exposes informa-
tion about non-speculative
instructions. In contrast,

B+S exposes speculation
on both beqz and store
instructions and is thus
stronger than its compo-
nents B and S. Note
that there is no single
strongest semantics in Fig-
ure 2 due to limitations
in the combination frame-
work we use [24], which
does not allow for combining semantics speculating on the same instruction like

R
and SLS.

3For readers familiar with [30], we flipped the relation ⊑ from the original paper.
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3 Security Notions

In this section, we present the security notions used in our framework. Since our goal is studying
the security of compiler countermeasures against different classes of speculative leaks, we extend
the secure compilation framework from Patrignani and Guarnieri [49] to work with 𝜇Asm and with
all speculative semantics from Section 2 and their combinations.

All our security definitions rely on a notion of robustness, typical for secure compilation work [2],
which we explain first (Section 3.1). Next, we introduce two security notions for programs (Sec-
tion 3.2): Robust Speculative Non-Interference (RSNI) and Robust Speculative Safety (RSS). We
continue by presenting the secure compilation criteria (Section 3.3). We conclude by introducing
Relation Preservation, the novel, remaining property for well-formed compositions (Section 3.4),
which together with Confluence and Projection Preservation from Section 2.4 precisely characterize
the core properties of composed semantics.

3.1 Robustness

All our security definitions are robust [1, 2, 27, 28, 48, 51, 55], i.e., they quantify over every possible
valid attacker. In particular, 𝜇Asm defines partial programs 𝑃 (which specify a set of functions
to be imported) that are linked to the attacker-controlled context 𝐴 (which defines the imported
functions), leading to a whole program𝑊 ≡ A [𝑃]. Thus, the attacker is also code executed together
with the partial program 𝑃 .

In this work, we say that a component satisfies a property robustly iff it satisfies the property
for all possible valid attackers, where an attacker is valid, written ⊢ A : atk, if it does not define a
private memory and does not contain instructions that read and write to the private memory. This
notion of robustness allows for separate compilation of our partial programs 𝑃 .

3.2 Security Notions for Whole Programs

In this section, we extend the notions of RSNI (Section 3.2.1) and RSS (Section 3.2.2) to 𝜇Asm and
all semantics from Section 2.

3.2.1 Robust Speculative Non-Interference (RSNI). RSNI is the application of Speculative Non-
Interference to the robust setting. Speculative Non-Interference (SNI) is a class of security prop-
erties [30, 31] that compares the information leaked by instructions executed speculatively and
non-speculatively. Intuitively, a program satisfies SNI iff it does not leak more information un-
der the speculative semantics than under the non-speculative semantics. Thus, SNI semantically
characterizes security against leaks introduced by speculatively executed instructions.
RSNI is parametric in (1) a policy denoting the sensitive information and (2) in the speculative

semantics 𝑥 , which models the speculative behaviour of programs. The policy describes which
parts of the program state are public. In our case, only the private part of the memory𝑀 is sensitive.
Thus, two programs 𝑃 and 𝑃 ′ are low-equivalent, written 𝑃 =𝐿 𝑃 ′, if they only differ in their private
memory. RSNI compares the leakage between non-speculative traces and speculative traces. In a
nutshell, a program 𝑃 satisfies RSNI (Definition 2) for a speculative semantics 𝑥 if for any low-
equivalent program 𝑃 ′ that generates the same non-speculative trace, the two programs generate
the same speculative traces as well robustly. Here the (omitted) function Ω0 is used to initialize the
machine state for whole programs.

Definition 2 (Robust Speculative Non-Interference [49] (RSNI)).

𝑥 ⊢ P : RSNI def= ∀A,𝑊 ′ . if ⊢ A : atk and A [P] =𝐿 𝑊 ′ and Beh𝑥 (Ω0 (A [P]))↾𝑛 = Beh𝑥 (Ω0 (𝑊 ′))↾𝑛
then Beh𝑥 (Ω0 (A [P])) = Beh𝑥 (Ω0 (𝑊 ′))
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We remark that all programs satisfy RSNI for the non-speculative semantics 𝑁𝑆 because there
is no speculation and, thus, 𝜏↾𝑛 = 𝜏 for all its traces [49, Theorem 3.4].

3.2.2 Robust Speculative Safety. SNI is a hyperproperty and requires reasoning about pairs of
traces. To simplify secure compilation proofs, we follow [49] and over-approximate RSNI using
robust speculative safety (RSS), a safety property which only requires reasoning about single traces.

Just like RSNI, RSS is the application of Speculative Safety to the robust setting. Speculative Safety
uses taint tracking, tainting values as “safe” (denoted by 𝑆) if the value can be speculatively leaked
without violating RSNI (e.g., the public memory is safe), or “unsafe” (denoted by 𝑈 ) otherwise.
Furthermore, taints are propagated during computation. We instantiate taint tracking for all the
speculative semantics in Section 2.3; we refer the interested reader to [49, Section 3.2] for the taint
tracking rules since these rules are virtually unchanged.

RSS ensures that programs 𝑃 robustly generate only safe (𝑆) actions in their traces.

Definition 3 (Robust Speculative Safety [49] (RSS)).

𝑥 ⊢ P : RSS def

= ∀A, 𝜏, 𝜆𝜎 . if ⊢ A : atk and 𝜏 ∈ Beh𝑥 (Ω0 (A [P])) and 𝜆𝜎 ∈ 𝜏 , then 𝜎 ≡ S

Again, RSS trivially holds for the non-speculative semantics 𝑁𝑆 [49, Theorem 3.9] because
there is no speculation.

Theorem 1, which we proved for all speculative semantics defined in Table 1, precisely connects
RSNI and RSS by showing that RSS over-approximates RSNI.

Theorem 1 (RSS Overapproximates RSNI). For all semantics 𝑥 in Table 1, if 𝑥 ⊢ 𝑃 : RSS then
𝑥 ⊢ 𝑃 : RSNI.

3.3 Secure Compilation Criteria

We now present robust speculative safety preservation (RSSP) and robust speculative non-interference
preservation (RSNIP), two criteria defined in [49] for reasoning about compiler guarantees against
speculative leaks, which we make parametric in the underlying speculative semantics. Note that in
this paper we use the term “compiler” to refer to an individual compilation pass on 𝜇Asm programs
(rather than to a compiler from a high-level to a low-level language as is more usual).

A compiler preserves RSS for a given semantics 𝑥 if given a source component that is RSS
under the non-speculative semantics, the compiled counterpart is also RSS under 𝑥 .

Definition 4 (Robust speculative safety preservation [49] (RSSP)).

𝑥 ⊢ J·K : RSSP def

= ∀𝑃 ∈ 𝐿. if 𝑁𝑆 ⊢ 𝑃 : RSS then 𝑥 ⊢ J𝑃K : RSS
Similarly, a compiler preserves RSNI for a given semantics 𝑥 if given a source component that

is RSNI under the non-speculative semantics, the compiled counterpart is also RSNI under 𝑥 .

Definition 5 (Robust speculative non-interference preservation [49] (RSNIP)).

𝑥 ⊢ J·K : RSNIP def

= ∀𝑃 ∈ 𝐿. if 𝑁𝑆 ⊢ 𝑃 : RSNI then 𝑥 ⊢ J𝑃K : RSNI
We conclude by stating Theorem 2, which presents two new results. It states that (1) whenever a

compiler preserves the security for a stronger semantics (i.e., one that exposes more information),
then it also preserves security for weaker ones, and dually that (2) whenever a compiler does not
preserve security for a weaker semantics, then it does not preserve security for stronger ones.

Theorem 2 (Leakage ordering and RSNIP , ). The following statements hold for any 1, 2:
• If 2 ⊢ J·K : RSNIP and 1 ⊑ 2 then 1 ⊢ J·K : RSNIP .
• If 1 ⊬ J·K : RSNIP and 1 ⊑ 2 then 2 ⊬ J·K : RSNIP .
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3.4 Well-Formed Compositions and Compilers

We now introduce Relation Preservation, the last property—in addition to Confluence and Projection
Preservation (see Section 2.4)—for well-formed compositions of speculative semantics. We remark
that while Confluence and Projection Preservation come directly from [24], Relation Preservation
is new and tailored to ensure, together with the other two properties, that RSS overapproximates
RSNI for any well-formed composition.

Definition 6 (Well-Formed Composition – Part 2).
Relation Preservation

If Σ𝑥+𝑦 ≈ Σ
′
𝑥+𝑦 and Σ𝑥+𝑦 ⇓𝜏𝑥+𝑦 Σ†𝑥+𝑦 and ⊢ 𝜏 : safe then Σ

′
𝑥+𝑦 ⇓𝜏𝑥+𝑦 Σ

′′
𝑥+𝑦 and Σ†𝑥+𝑦 ≈ Σ

′′
𝑥+𝑦 .

To explain Relation Preservation we need to mention two technical details: the state relation ≈
and the judgement ⊢ 𝜏 : safe. Judgement ⊢ 𝜏 : safe means that all actions on the trace are tainted
as safe (𝑆). Intuitively, the relation ≈ relates two states iff their registers and memories locations
have the same taint and all elements tainted 𝑆 have the same values in the two states. We note that
we can derive Relation Preservation in a general manner whenever the source semantics enjoy
Relation Preservation as well (like our semantics B, J, S, R, and SLS).

The main result of this section is Theorem 3, which states that for any well-formed composition,
RSS overapproximates RSNI. We remark that we prove Theorem 3 once and for all by exploiting (1)
the well-formedness properties and (2) the fact that all compositions in Figure 2 are well-formed,
rather than having to prove the implication for each of the composed semantics.

Theorem 3 (RSS Overapproximates RSNI for Compositions). If ⊢ 𝑥+𝑦 : WFC and 𝑥+𝑦 ⊢
𝑃 : RSS, then 𝑥+𝑦 ⊢ 𝑃 : RSNI.

Corollary 1 relates the security of a compiler for a well-formed composition with the security of
its composing semantics. In particular, if a compiler is RSSP for a well-formed composition 𝑥+𝑦 ,
then it is also RSSP for the composing semantics 𝑥 and 𝑦 . Dually, if a compiler is not RSSP for a
component, then it is not RSSP for any composition.

Corollary 1 (RSSP and compositions, ). The following statements hold for any well-formed 𝑥+𝑦 :
• If 𝑥+𝑦 ⊢ J·K : RSSP then 𝑥 ⊢ J·K : RSSP and 𝑦 ⊢ J·K : RSSP .
• If 𝑥 ⊬ J·K : RSSP or 𝑦 ⊬ J·K : RSSP then 𝑥+𝑦 ⊬ J·K : RSSP .

We remark that an analogue of Corollary 1 holds for RSNIP .

4 Lifting Compiler Guarantees

Compiler countermeasures against speculative leaks are often developed and proven secure against
a specific speculative semantics. For instance, countermeasures against Spectre-PHT have been
proven secure against the B semantics [49] modelling speculation over branch instructions. CPUs,
however, may employ other speculation mechanisms, whose details might even be unknown when
the countermeasure is designed, beyond those originally targeted by the countermeasure.
Ensuring the security of a countermeasure hence requires continuously validating their guar-

antees (e.g., through proofs) against stronger and stronger semantics, as soon as new speculation
mechanisms are discovered and modeled. For instance, in the context of Spectre-PHT attacks,
countermeasures need to be proved secure against stronger semantics like B+J+S+R rather than

B as done in [49]. To reduce the burden of re-proving security whenever a new speculation
mechanism is discovered, we need ways of lifting security guarantees from weaker to stronger
semantics, which supports more speculations.

In this section, we address this issue by precisely characterizing under which conditions the scope
of a countermeasure can be securely extended to other speculation mechanisms. More precisely,

Proc. ACM Program. Lang., Vol. 9, No. POPL, Article 31. Publication date: January 2025.



31:14 Xaver Fabian, Marco Patrignani, Marco Guarnieri, and Michael Backes

we study whenever the security guarantees provided by a compiler targeting a semantics 𝑥 can
be lifted to a stronger semantics 𝑦 , i.e., 𝑥 ⊑ 𝑦 . First, we introduce the preconditions for our
lifting theorem, i.e., the notions of Independence and Safe Nesting, as well as our main result: the
Lifted Compiler Preservation Theorem (Theorem 4) characterizing when security guarantees can be
lifted to stronger semantics (Section 4.1). Then, we introduce Syntactic Independence (Section 4.2)
and Trapped Speculation (Section 4.3), a set of sufficient conditions for Independence and Safe
Nesting respectively. As we show in Section 5, these preconditions can be used in many cases to
significantly simplify proofs of Independence and Safe Nesting in practice.

4.1 Lifting Theorem

In this section, we precisely characterize the sufficient conditions for lifting the security guarantees
provided by a compiler targeting a semantics 𝑥 to a stronger semantics 𝑥+𝑦 . We start by providing
a high-level intuition about how two component semantics 𝑥 and 𝑦 can interact when composed
as 𝑥+𝑦 (Section 4.1.1). Next, we formalize the notions of Independence (Section 4.1.2) and Safe
Nesting (Section 4.1.3), which precisely characterize when a compiler’s guarantees can be lifted
from 𝑥 to 𝑥+𝑦 . Then, we introduce Conditional Robust Speculative Safety Preservation (CRSSP),
a new secure compilation criterion ensuring that RSS is preserved in the composed semantics 𝑥+𝑦
by the compiler for 𝑥 only for those programs that already satisfy RSS for 𝑦 . We conclude by
stating and explaining our lifting theorem (Section 4.1.5) which is the main result of this section.

4.1.1 Interplay of Semantics. To understand the challenges involved in lifting security guarantees
from a weaker semantics 𝑥 to a stronger semantics 𝑥+𝑦 , one needs to consider the interactions
of 𝑥 and 𝑦 .

start𝑥 𝜏 start𝑦 𝜏 ′

start𝑦 𝜏 start𝑥 𝜏 ′

rlb𝑦 𝜏 ′′ rlb𝑥

rlb𝑥 𝜏 ′′ rlb𝑦

·

·

·

·

·

·

·

·

·

·

·

·

Region 3

Region 1

Region 2

Fig. 3. Interplay of semantics 𝑥 and 𝑦 when executing a program under the combined semantics 𝑥+𝑦 .

Figure 3 depicts two portions of traces produced when executing a program under the composed
semantics 𝑥+𝑦 . The first trace (top) starts with a speculative transaction from semantics 𝑥

(highlighted in red and starting with action start𝑥 ). Inside the red speculative transaction, there
is a nested speculative transaction from semantics 𝑦 (highlighted in green, starting with action
start𝑦 and ending with action rlb𝑦). After the termination of the nested transaction, the outer red
transaction continues until the end of its speculative window (action rlb𝑥 ). Dually, the second trace
(bottom) starts with a speculative transaction from 𝑦 followed by a nested transaction from 𝑥 .

Thus, there are three different regions that might result in leaks:
• Region 1: the speculative transaction started by 𝑥 (highlighted in red),
• Region 2: the speculative transaction started by 𝑦 (highlighted in blue), and
• Region 3: the nested transactions (highlighted in green).
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Note that while regions 1 and 2 are generated by a single semantics, the nested speculative trans-
actions in Region 3 only arise in the combined semantics 𝑥+𝑦 . While leaks in region 1 are fixed
by proving the security of a compiler for the speculative semantics 𝑥 , i.e., 𝑥 ⊢ J·K : RSSP , we
need additional conditions to ensure the absence of leaks in Regions 2 and 3. Thus, we introduce
the notions of Independence with respect to a speculative semantics 𝑦 and Safe Nesting which
ensure the absence of leaks in Regions 2 and 3 respectively.

4.1.2 Independence. Intuitively, when trying to lift our compiler security from the speculative
semantics 𝑥 to a stronger semantics 𝑥+𝑦 , we need to ensure that the compiler does not introduce
new leaks for the extension semantics 𝑦 . The Independence property precisely characterizes
this aspect: A compiler J·K for the origin semantics 𝑥 is called independent for the extension
semantics 𝑦 iff the compiler does not introduce further leaks under the extension semantics 𝑦 .

Definition 7 (Independence in Extension).

𝑦 ⊢ J·K : 𝐼
def

= ∀𝑃 . if 𝑦 ⊢ 𝑃 : RSS then 𝑦 ⊢ J𝑃K : RSS

Note that Independence differs from RSSP (Definition 4) in that the former uses 𝑦 in the pre-
and post-condition, whereas the latter employs the 𝑁𝑆 in its pre-condition.

As stated in Corollary 2, a compiler that is RSSP for 𝑥 is also Independent w.r.t. this semantics.

Corollary 2 (Self Independence, ). If 𝑥 ⊢ J·K : RSSP , then 𝑥 ⊢ J·K : 𝐼 .

4.1.3 Safe Nested Speculation. Given a combined semantics 𝑥+𝑦 , a program 𝑃 has Safe Nested
Speculations (denoted with 𝑥+𝑦 ⊢ 𝑃 : safeN) if all actions inside nested speculative transactions are
safe. Safe nesting, therefore, ensures that there are no unsafe interactions between the composing
semantics 𝑥 and 𝑦 .

Definition 8 (Safe Nested Speculation).

𝑥+𝑦 ⊢ 𝑃 : safeN def

= ∀𝜏 ∈ Beh𝑥+𝑦 (𝑃), if
start𝑎 · 𝜏 ′ · rlb𝑎 is a subtrace of 𝜏 and start𝑏 · 𝜏 ′′ · rlb𝑏 is a subtrace of 𝜏 ′

then ⊢ 𝜏 ′′ : safe where 𝑎 ∈ {𝑥,𝑦} and 𝑏 ∈ {𝑥,𝑦} \ {𝑎}

Finally, we say that a compiler satisfies the Safe Nested Speculation property, written 𝑥+𝑦 ⊢
J·K : safeN, iff all its compiled programs satisfy Definition 8, i.e., ∀𝑃 . 𝑥+𝑦 ⊢ J𝑃K : safeN.

4.1.4 Conditional Robust Speculative Safety Preservation. Often compilers implementing Spectre
countermeasures are developed to prevent leaks introduced by a specific speculation mechanism.
Hence, when lifting their security guarantees to a semantics that accounts for additional speculation
mechanisms, compiled programs might still contain some leaks that the compiler was not designed
to prevent in the first place, i.e., leaks caused only by the additional mechanisms. However, RSSP
is too strict of a criterion here, since it does not distinguish between the different speculation
mechanisms that cause the leak. To account for this, we propose a new secure compilation criterion
called Conditional Robust Speculative Safety Preservation (CRSSP, Definition 9). As the name
indicates, CRSSP is a variant of RSSP that restricts RSS preservation only to those programs that do
not contain leaks caused only by the additional mechanisms.

Definition 9 (Conditional Robust Speculative Safety Preservation (CRSSP)).

𝑥 , 𝑦 ⊢ J·K : CRSSP
def

= ∀𝑃 ∈ 𝐿. if 𝑁𝑆 ⊢ 𝑃 : RSS and 𝑦 ⊢ 𝑃 : RSS, then 𝑥+𝑦 ⊢ J𝑃K : RSS.
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4.1.5 Lifting Theorem. We are now ready to introduce the main result of this section, that is,
our lifting theorem (Theorem 4). Intuitively, we can lift the security guarantees of a compiler J·K
targeting semantics 𝑥 to a stronger WFC semantics 𝑥+𝑦 for a program 𝑃 provided that (1) the
compiler J·K is RSSP for 𝑥 , (2) it fulfills Independence for the extension semantics 𝑦 , and (3) it
fulfills Safe Nesting for the combined semantics 𝑥+𝑦 .

Theorem 4 (Lifted Compiler Preservation, ). If 𝑥 ⊢ J·K : RSSP and 𝑦 ⊢ J·K : 𝐼 and
𝑥+𝑦 ⊢ J·K : safeN and ⊢ 𝑥+𝑦 : WFC , then 𝑥 , 𝑦 ⊢ J·K : CRSSP.

We remark that our lifted guarantees hold only for programs 𝑃 that are initially secure w.r.t.
the extension semantics 𝑦 . That is, the compiler enjoys 𝑥 , 𝑦 ⊢ J·K : CRSSP not the stronger
property 𝑥+𝑦 ⊢ J·K : RSSP . The reason is that while compiler J·K does not introduce further leaks
under the extension semantics 𝑦 (due to Independence), it might not prevent 𝑦-leaks already
present in the source program.

For the traces depicted in Figure 3, Theorem 4 ensures RSS (for any program satisfying RSS for
the extension semantics 𝑦) under the composed semantics as follows. For Region 1, RSS follows
from 𝑥 ⊢ J·K : RSSP . For Region 2, RSS follows from the program being originally RSS under 𝑦

and from J·K fulfilling Independence for extension 𝑦 . Finally, for Region 3, RSS follows from the
compiled program having Safe Nesting.

Theorem 4 allows us to lift the security guarantees of our secure compilers to stronger semantics,
without worrying about unexpected leaks introduced by other speculation mechanisms (captured
by the extension semantics) and, crucially, without requiring new secure compilation proofs.

Next, we give sufficient conditions for Independence (Section 4.2) and Safe Nesting (Section 4.3).

4.2 Syntactic Independence: Independence for Free

To simplify the task of proving Independence, we now introduce Syntactic Independence (SI) (Defini-
tion 10), a syntactic sufficient condition for Independence. As the name suggests, SI can be checked
by syntactic inspection of the compiler J·K and of the extension semantics 𝑦 .

Before formalizing SI, we introduce some notation. Given a compiler J·K, we denote by injInst (J·K)
the set of instructions that the compiler inserts during compilation. For instance, for a simple com-
piler J·Kf

B that inserts spbarr instructions after branch instructions to prevent speculation [49],
injInst (J·Kf

B) is the set {spbarr}. Given a semantics , we denote by specInst ( ) the set of instruc-
tions that trigger speculation in . For instance, for semantics SLS, which models straight-line
speculation over return instructions, the set specInst ( SLS) is {ret}.

We are now ready to formalize Syntactic Independence (Definition 10). In a nutshell, a compiler
J·K is syntactically independent for a semantics (denoted with ⊢ J·K : 𝑆𝐼 ) if the compiler
does not insert (1) any instructions that trigger speculation under , and (2) any instructions that
produce data-dependent actions or modify the program state (except for the program counter pc
and the stack pointer sp). The first requirement ensures that the compiler does not introduce new
(potentially unsafe) speculative transactions, whereas the second requirement ensures that the
compiler does not introduce unsafe actions into existing safe speculative transactions under .

Definition 10 (Syntactic Independence).

⊢ J·K : 𝑆𝐼 def

= injInst (J·K) ∩ specInst ( ) = ∅ and injInst (J·K) ∩ {beqz, jmp, store, load,←} = ∅

For instance, the compiler J·Kf
B mentioned above is SI w.r.t. SLS since injInst (J·Kf

B)∩specInst ( SLS)
= {spbarr} ∩ {ret} = ∅ and {spbarr} ∩ {beqz, jmp, store, load,←} = ∅.
Lemma 1 connects Syntactic Independence and Independence.
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Lemma 1 (SI Implies Independence). If 𝑦 ⊢ J·K : 𝑆𝐼 , then 𝑦 ⊢ J·K : 𝐼 .

We remark that checking SI is significantly simpler than manually proving Independence. As
we show in Section 5.3, SI plays a critical role in reducing the amount of Independence proofs
necessary to carry out our security analysis. Despite its restrictiveness, SI is applicable to two
classes of compiler countermeasures—lfence-based countermeasures [38] and return-trampoline
countermeasures [36]—that work by stalling speculative execution. For more complex countermea-
sures, e.g., speculative load hardening [16], that aim at preventing speculative leaks (rather than
preventing speculation altogether), SI is not applicable since the compiler might instrument the
program with additional instructions that modify the program state. In this case, in our security
analysis we fall-back to standard Independence proofs.

4.3 Trapped Speculation: Fulfilling Safe Nesting

Showing that the compiled program fulfils the Safe Nesting condition is challenging because
it requires reasoning about both the compiler as well as the interactions between component
semantics. To help with this, we now introduce a sufficient condition on compilers that ensures
that all compiled programs enjoy the Safe Nesting property.

Definition 11 (Trapped Speculation of Compiler).

𝑥 ⊢ J·K : trappedSpec
def

= ∀𝑃, 𝜏 ∈ Beh𝑥 (J𝑃K), 𝜏 ∈ 𝜏↾𝑠𝑒 . ∃𝑛. 𝜏 = rlb𝑥 𝑛 or 𝜏 = start𝑥 𝑛

In a nutshell, a compiler satisfies Definition 11 iff it traps speculation, which we model by
requiring that the only speculative actions 𝜏 produced by compiled programs are either start𝑥 𝑛
(i.e., beginning of speculation) or rlb𝑥 𝑛 (i.e., end of speculation). This, thus, implies that there are
no unsafe actions between the start of a speculation transaction and its rollback as required by Safe
Nesting. For example, a compiler inserting fences into the program stops speculation immediately
and fulfils our definition of Trapped Speculation. Similarly, a compiler inserting a so-called return
trampoline [36] (which traps speculation in a loop) also fulfills Trapped Speculation.

Definition 11 relies on the speculative projection function ↾𝑠𝑒 , which removes all non-speculative
observations from the trace and is defined as the inverse of the non-speculative projection ↾𝑛 .
Lemma 2 connects Trapped Speculation (Definition 11) with Safe Nesting (Definition 8).

Lemma 2 (Trapped Speculation Implies Safe Nesting, ). If 𝑥 ⊢ J·K : trappedSpec then 𝑥+𝑦 ⊢
J·K : safeN.

As we show in Section 5.4, Definition 11 significantly reduces the proof burden. In particular,
rather than having to reason about the combined semantics 𝑥+𝑦 when showing Safe Nesting, we
can just reason about the compiler J·K for semantics 𝑥 .
With this formal setup, we now move on to our security analysis, which demonstrates how

to attain CRSSP for a number of countermeasures, by relying on the notions of Independence,
Syntactic Independence, Safe Nesting, and Trapped Speculation.

5 Countermeasures Analysis

In this section, we present a comprehensive analysis of the security guarantees provided by Spec-
tre countermeasures implemented in major compilers. Our analysis covers 9 countermeasures
(summarized in Section 5.1) and 5 classes of Spectre attacks: Spectre-PHT [39], Spectre-BTB [39],
Spectre-RSB [41, 43], Spectre-STL [35], and Spectre-SLS [7]. Using our secure compilation frame-
work, we precisely characterize the security guarantees provided by these countermeasures against
the five speculative semantics from Section 2 and their combinations.
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Table 2. Analyzed compiler countermeasures.

Name Symbol Base Semantics Source

Fences for Returns Straight-Line J·Kf
SLS SLS GCC/Clang

Retpoline for Jumps J·Krpl
J J GCC/Clang/[36]

Retpoline with fence for Jumps J·Krpl𝑓
J J Gcc/[36]

Retpoline for Returns J·Krpl
R R

Gcc/[43]
Fences for Returns J·Kf

R R
[43]

Fences for Stores J·Kf
S S [37]

Ultimate SLH for Branches J·KUSLH
B B [59] (extends Clang’s SLH)

Strong SLH for Branches J·KSSLH
B B [49] (extends Clang’s SLH)

Fences for Branches J·Kf
B B ICC/Clang

Theorem 4 plays a key role in this analysis since we use it to lift security guarantees from simpler
semantics to their combinations, thereby significantly reducing the number of secure compilation
proofs that need to be carried out. We remark that to apply the lifting theorem, which allows us to
lift the security guarantees of the compiler to stronger semantics, we need to show (1) Security in
Source, (2) Independence in Extension, and (3) Safe Nesting, which is what we do next.

First, we tackle Security in Source and prove that the compilers are RSSP w.r.t. their base specula-
tive semantics (Section 5.2). Then we focus on Independence, and show Syntactic Independence for
four of our compilers and fall-back to full Independence proofs for the remaining five (Section 5.3).
Next, we analyze Safe Nesting and show that Trapped Speculation (Definition 11) applies in all
cases except two (Section 5.4). Finally, we combine these results by evaluating the strongest security
guarantees that can be achieved for these compilers using Theorem 4 (Section 5.5).

5.1 The Compilers

Table 2 summarizes the Spectre countermeasures that we analyze. These countermeasures are
often implemented as compilation passes at the end of the compilation process (e.g., SLH is a
MachineFunctionPass in Clang). Next, we describe the compilers in more detail and refer to our
technical report for their full definitions.

Fences Against Straight-Line Speculation (J·Kf
SLS). Modern CPUs can speculatively bypass ret

instructions [5, 7]. Compilers like Gcc and Clang (with option -mharden-sls=all) prevent this by
injecting a speculation barrier after every ret instruction. Since the ret instruction is an uncon-
ditional change in control flow, the barrier4 will not be executed architecturally but only when
straight-line speculation is happening. We model this countermeasure in the J·Kf

SLS compiler that
inserts a barrier after every ret instruction.

Retpoline for Indirect Jumps (J·Krpl
J , J·Krpl𝑓

J ). Spectre-BTB attacks [39] exploit speculation over
indirect jumps. The retpoline countermeasure [36] replaces all indirect jumps in the code with a
return trampoline, i.e., with a construct that traps the speculation in an infinite loop. Retpoline is
available in all general compilers like Clang (-mretpoline) and Gcc (with option -mindirect-branch)

4For x86, the int3 single-byte instruction is used to reduce the binary size.
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and is widely deployed because current developed hardware mitigations are not enough to protect
against indirect jump speculation [10]. We consider two models of the retpoline countermeasure.
The J·Krpl

J compiler replaces every indirect jump instruction jmp 𝑒 with a return trampoline. Addi-

tionally, we consider the J·Krpl𝑓
J compiler, which inserts an additional fence after ret instructions in

trampolines (to prevent straight-line speculation). This compiler corresponds to activating both
flags -mindirect-branch and -mharden-sls=all in Gcc.

Retpoline for Returns (J·Krpl
R
). A variant of the retpoline countermeasure has been proposed

to prevent Spectre-RSB attacks [43]. This countermeasure (implemented in Gcc with option -

mfunction-return) replaces each ret instruction with a return trampoline; trapping misprediction
caused by ret instructions. We modeled this countermeasure in the J·Krpl

R
compiler.

Fences for Returns (J·Kf
R
). Maisuradze and Rossow [43] propose to add an lfence instruction

after every call instruction. This ensures that mis-speculations over ret instructions involving the
Return Stack Buffer will always land on one of the injected speculation barriers, thereby preventing
speculative leaks. We model this countermeasure in the J·Kf

R
compiler, which replaces every call 𝑓

instruction with call 𝑓 ; spbarr.

Fences for Stores (J·Kf
S). To prevent speculation over store-to-load bypasses [37] (also known as

Spectre-STL), Intel suggested to insert the lfence instruction after every store, thereby ensuring
that all stores are committed to main memory and preventing speculation. However, no mainstream
compiler implements this countermeasure due to the high performance overhead. We model this
countermeasure in the J·Kf

S compiler, which replaces (1) every store 𝑥, 𝑒 instruction with store 𝑥,
𝑒; spbarr, and (2) every storeprv 𝑥, 𝑒 instruction with storeprv 𝑥, 𝑒; spbarr.

(Strong) Speculative Load Hardening (SSLH, J·KSSLH
B ). Modern CPUs speculate over the outcome of

branch instructions [39]. Clang (with option -mspeculative-load-hardening) protects against these
speculative leaks by (1) using a speculation flag that tracks whenever misprediction is currently
happening or not, and (2) using the flag to conditionally mask loads and stores to prevent the leaks
[16]. Patrignani and Guarnieri [49] investigated the security of SLH and showed it insecure with
respect to B. They proposed an improved version called strong-SLH and prove it secure with
respect to B semantics. We evaluate their compiler5 J·KSSLH

B in our framework to see if we can lift
the security guarantees to stronger semantics.

Ultimate Speculative Load Hardening (USLH, J·KUSLH
B ). Zhang et al. [59] showed that variable-

latency arithmetic instructions can leak secret information under speculation, and this is not
prevented by speculative-load hardening [16] or by its strong-variant J·KSSLH

B [49]. To prevent these
speculative leaks, they propose the “ultimate speculative load hardening” compiler, which extends
strong-SLH by additionally masking inputs to variable-latency arithmetic instructions.
We modelled the core aspects of ultimate USLH in the J·KUSLH

B compiler. For this, we extended
𝜇Asm to support a dedicated instruction 𝑥 ←VL 𝑦 𝑜𝑝 𝑧 denoting variable-latency computations.
Furthermore, we extended 𝜇Asm events to include a new observation 𝑦 op 𝑧 that is emitted by the
new instruction 𝑥 ←VL 𝑦 𝑜𝑝 𝑧.

Instructions 𝑖 ::= · · · | 𝑥 ←VL 𝑦 𝑜𝑝 𝑧 𝜇arch. Acts. 𝛿 ::= · · · | x op y

5Technically, Patrignani and Guarnieri [49] targeted a While language while we have an assembly-like language 𝜇Asm.
However, the translation is straightforward.
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These extensions augment the constant time observer (used in our model in Section 2.1 as well as
in the strong-SLH formalization in [49]) to capture leaks related to variable-latency instructions.
We denote the B semantics extended with the new observer as 𝑐𝑡+𝑣𝑙

B , and we have the following
leakage ordering: 𝑐𝑡

B ⊑ 𝑐𝑡+𝑣𝑙
B .

Fences for Branches (J·Kf
B). Another approach to prevent leaks due to branch misprediction

is injecting lfence instructions after branch instructions. Compilers like Intel ICC (with flag
-mconditional-branch=all-fix) and Clang (with flag -x86-speculative-load-hardening-lfence) imple-
ment this countermeasure. This countermeasure was already modelled (and proved secure for B)
in [49] as J·Kf

B
5, which replaces every beqz 𝑥, 𝑙 with beqz 𝑥, 𝑙 ; spbarr and we want to investigate

the applicability of the lifting theorem to J·Kf
B’s security guarantees as well.

5.2 Security of the Compilers

Here, we report the results of the security analysis of each compiler with respect to their base
speculative semantics, as indicated in Table 2. Theorem 5 states that each compiler is RSSP w.r.t. its
base speculative semantics. Even though we present all results altogether, we remark that each
point in Theorem 5 corresponds to an independent secure compilation proof.

Theorem 5 (Compiler Security). The following statements hold:
• (SLS: Fence is secure) SLS ⊢ J·K

f
SLS : RSSP

• (R: Retpoline is secure)
R
⊢ J·Krpl

R
: RSSP

• (R: Fence is secure)
R
⊢ J·Kf

R
: RSSP

• (J: Retpoline is secure) J ⊢ J·K
rpl
J : RSSP

• (J: Retpoline with fence is secure) J ⊢ J·K
rpl𝑓
J : RSSP

• (S: Fence is secure) S ⊢ J·K
f
S : RSSP

• (B: USLH is secure) 𝑐𝑡+𝑣𝑙
B ⊢ J·KUSLH

B : RSSP
• (B: SSLH is secure [49]) B ⊢ J·K

SSLH
B : RSSP

• (B: Fence is secure [49]) B ⊢ J·K
f
B : RSSP

5.3 Independence of the Compilers

We now investigate whether our compilers satisfy the Independence in Extension condition. Due
to space constraints, we do not report on the Independence and Syntactic Independence for all
our compilers and combinations and refer the interested reader to our companion report. Instead,
Theorem 6 reports the strongest possible semantics for whichwe can prove (Syntactic) Independence
for each compiler.

Theorem 6 (Compiler Independence). The following statements hold:
• (SLS: Fence Independence) B+J+S+SLS ⊢ J·K

f
SLS : 𝑆𝐼

• (R: Fence Independence) B+J+S+R ⊢ J·K
f
R
: 𝑆𝐼

• (S: Fence Independence) B+J+S+R ⊢ J·K
f
S : 𝑆𝐼 and B+J+S+SLS ⊢ J·K

f
S : 𝑆𝐼

• (B: Fence Independence) B+J+S+R ⊢ J·K
f
B : 𝑆𝐼 and B+J+S+SLS ⊢ J·K

f
B : 𝑆𝐼

• (B: USLH Independence) B+J+S+R ⊢ J·K
USLH
B : 𝐼 and B+J+S+SLS ⊢ J·K

USLH
B : 𝐼

• (B: SSLH Independence) B+J+S+R ⊢ J·K
SSLH
B : 𝐼 and B+J+S+SLS ⊢ J·K

SSLH
B : 𝐼

• (R: Retpoline Independence) B+J+S+R ⊢ J·K
rpl
R

: 𝐼
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• (J: Retpoline Independence) B+J+S+R ⊢ J·K
rpl
J : 𝐼

• (J: Retpoline with Fence Independence) B+J+S+R ⊢ J·K
rpl𝑓
J : 𝐼 and B+J+S+SLS ⊢ J·K

rpl𝑓
J : 𝐼

As stated in Theorem 6, for compilers J·Kf
SLS, J·K

f
R
, J·Kf

S , and J·K
f
B, we directly proved that Syntactic

Independence holds even for the strongest possible combined semantics. Given that Syntactic
Independence implies Independence (Lemma 1), this allows us to derive Independence results for
all these compilers through simple syntactic checks.
For the J·Krpl

J , J·Krpl𝑓
J and J·Krpl

R
compilers, instead, we have to fall back to a full Independence

proof for the strongest semantics. The reason is that these compilers add ret instructions to the
code which could interact with R or SLS, i.e., injInst (J·K) ∩ specInst (

R
) = {ret}, which violates SI.

However, for weaker combinations not including R or SLS, SI applies.
We also remark that Independence does not hold for the retpoline compiler J·Krpl

J and the straight-

line speculation semantics SLS, i.e., SLS ⊬ J·K
rpl
J : 𝐼 . The reason is that the ret instructions

injected by J·Krpl
J as part of return trampolines can be speculatively bypassed under SLS. The

additional speculation barrier injected by the strengthened compiler J·Krpl𝑓
J fixes this issue and

allows recovering Independence w.r.t. SLS as well, i.e., SLS ⊢ J·K
rpl𝑓
J : 𝐼 .

Finally, for the SLH compilers J·KUSLH
B and J·KSSLH

B , we again had to perform full Independence
proofs since these compilers inject instructions, which violate SI requirements, for tracking the
speculation flag and for masking store and load instructions.

5.4 Safe Nesting of the Compilers

The last condition to fulfill for lifting security guarantees is Safe Nesting. Rather than directly
proving Safe Nesting, we study which compilers trap speculation according to Definition 11.
Theorem 7 precisely characterize which compilers enjoy this property. Combining Theorem 7 with
the fact that trapped speculation implies Safe Nesting (Lemma 2), gives us a precise characterization
of which compilers enjoy the Safe Nesting property.

Theorem 7 (Compiler Safe Nesting). The following statements hold:
• (SLS: Fence traps speculation) SLS ⊢ J·K

f
SLS : trappedSpec

• (R: Retpoline traps speculation)
R
⊢ J·Krpl

R
: trappedSpec

• (R: Fence traps speculation)
R
⊢ J·Kf

R
: trappedSpec

• (J: Retpoline traps speculation) J ⊢ J·K
rpl
J : trappedSpec

• (J: Retpoline with fence traps speculation) J ⊢ J·K
rpl𝑓
J : trappedSpec

• (S: Fence traps speculation) S ⊢ J·K
f
S : trappedSpec

• (B: Fence traps speculation) B ⊢ J·K
f
B : trappedSpec

For all our compilers that rely on inserting spbarr as a countermeasure, proving Trapped
Speculation was easy since the speculation barriers immediately stop any speculative transaction.
In contrast, for the compilers that inject retpolines, Trapped Speculation follows from the fact that
the return-trampoline traps speculation in a loop that does not produce visible events.
Trapped Speculation, however, does not hold for SLH-based countermeasures because these

countermeasures do not block speculative execution but rather prevent leaks during speculation. For
J·KSSLH

B and J·KUSLH
B , therefore, we need to directly prove Safe Nesting for each combined semantics,
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which requires reasoning about all interactions of component semantics. Theorem 8 reports the
strongest semantics for which safe nesting holds.

Theorem 8 (Compiler Safe Nesting). The following statements hold:
• (B: SSLH Safe Nesting) B+S+R ⊢ J·K

SSLH
B : safeN and B+S+SLS ⊢ J·K

SSLH
B : safeN

• (B: USLH Safe Nesting) ct+vl
B+S+R ⊢ J·K

USLH
B : safeN and ct+vl

B+S+SLS ⊢ J·K
USLH
B : safeN

Intuitively, Safe Nesting holds for the cases in Theorem 8 because the SLH compilers preserve the
invariant that the speculation flag is correctly set even when considering speculative transactions
caused by semantics like S or R

.
In contrast, Safe Nesting does not hold for combinations including J. This follows from the

fact that SSLH/USLH compilers do not correctly propagate the value of the speculation flag during
indirect jumps. As we state in Theorem 9, this also leads to both J·KSSLH

B and J·KUSLH
B being insecure

w.r.t. any combination of semantics containing J and B, i.e., any speculative semantics supporting
branch and indirect jump speculation.

Theorem 9 (SLH Insecurity w.r.t J). For any speculative semantics such that B+J ⊑ ,
⊬ J·KSSLH

B : RSNIP and ⊬ J·KUSLH
B : RSNIP .

We prove Theorem 9 by finding a source program (which we present in the companion report
for space constraints), that after compilation with J·KSSLH

B /J·KUSLH
B still leaks due to indirect jump

speculation. The gist of the insecure program is that while the target of the indirect jump is masked
by J·KSSLH

B /J·KUSLH
B (to prevent leaks), this does not prevent speculation of indirect jumps that can

be used to bypass the instructions tracking the speculation flag inserted by the compiler. Note that
this issue could be fixed by relying on hardware support for control-flow-integrity like Intel-CET
[52] or ARM-BTI [8], which restrict the targets of indirect jumps to a fixed set of addresses even
under speculation. This should be sufficient to ensure that attackers cannot speculatively bypass
instructions setting the speculation flags and it should allow us to derive Safe Nesting for the SLH
compilers w.r.t. combinations including J. We leave investigating this for future work.

5.5 Lifting Security Guarantees

We conclude our security analysis by using the results from Sections 5.2–5.4 togetherwith Theorem 4
to study how far we can lift the security guarantees provided by each compiler. This allows us to
precisely characterize the security of these countermeasures even under stronger semantics.
Theorem 10 summarizes the strongest lifted security guarantees one can derive for each of the

studied compilers using our lifting theorem (Theorem 4). After an explanation of the result, we
present it visually in Figure 4.

Theorem 10 (Lifted security guarantees). The following statements hold:

• (S: Fence) S, B+J+R ⊢ J·K
f
S : CRSSP and S, B+J+SLS ⊢ J·K

f
S : CRSSP

• (SLS: Fence) SLS, B+J+S ⊢ J·K
f
SLS : CRSSP

• (R: Fence)
R
, B+J+S ⊢ J·K

f
R
: CRSSP

• (J: Retpoline) J, B+S+R ⊢ J·K
rpl
J : CRSSP

• (J: Retpoline with fences) J, B+S+R ⊢ J·K
rpl𝑓
J : CRSSP and J, B+S+SLS ⊢ J·K

rpl𝑓
J : CRSSP

• (R: Retpoline)
R
, B+J+S ⊢ J·K

rpl
R

: CRSSP
• (B: Fence) B, J+S+R ⊢ J·K

f
B : CRSSP and B, J+S+SLS ⊢ J·K

f
B : CRSSP

• (B: USLH) ct+vl
B , ct+vl

S+R ⊢ J·K
USLH
B : CRSSP and ct+vl

B , ct+vl
S+SLS ⊢ J·K

USLH
B : CRSSP
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• (B: SSLH) B, S+R ⊢ J·K
SSLH
B : CRSSP and B, S+SLS ⊢ J·K

SSLH
B : CRSSP

For all our compilers except the SLH ones, we can lift the security guarantees up to B+J+S+R
or B+J+S+SLS, the two strongest combined speculative semantics (as shown in Figure 2), i.e., the
strongest attacker models considered in our paper.

For the SLH compilers J·KUSLH
B and J·KSSLH

B , we are able to lift the security guarantees only up to

B+S+R and B+S+SLS. Lifting the guarantees of J·K
USLH
B and J·KSSLH

B to stronger semantics including
J is not possible because Safe Nesting is not fulfilled (cf. Section 5.4).
Finally, for J·Kf

SLS, J·K
f
R
and J·Krpl

R
, we cannot lift security to both B+J+S+R and B+J+S+SLS because

we cannot compose
R
and SLS due to limitations of the combination framework (cf. Section 2.4).

B+J+S+R B+J+S+SLS

J+S+R B+J+R B+S+R B+J+S B+J+SLS B+S+SLS J+S+SLS

J+R S+R B+R J+S B+J B+S B+SLS J+SLS S+SLS

𝑁𝑆

R J S B SLS

Compilers

J·Kf
R
, J·Krpl

R
, J·Krpl

J

J·Kf
B, J·K

f
S , J·K

rpl𝑓
J

J·Kf
SLS

J·KUSLH
B , J·KSSLH

B

Fig. 4. On the left is a visualization of Theorem 10, where the list of compilers is connected with a dashed

line to the strongest semantic their security is lifted to. On the right, the blue area of the leakage ordering

represents where Theorem 4 is applicable for J·Kf
SLS. We can lift the security guarantees of J·Kf

SLS from the

base semantics SLS to all composed semantics in the highlighted area.

We remark that our lifting theorem allowed us to derive strong compiler guarantees, i.e., CRSSP
w.r.t. B+J+S+R or B+J+S+SLS,without requiring new secure compilation proofs, thereby significantly
reducing the proving effort. Note that carrying out secure compilation proofs can be complex
because each proof requires setting up multiple cross-language relations (for states, values, actions,
etc.) [23] as well as defining an invariant that holds for speculation (both in securely-compiled
code and in attacker code) [49].

We also stress that the lifted security guarantees from Theorem 10 are expressed in terms of the
CRSSP criterion, not in terms of the stronger RSSP criterion. That is, the lifted security guarantees
only holds for programs that are initially secure w.r.t. the extension semantics since the compiler
might not prevent leaks under the extension semantics already present in the source program.
As a concrete example, we use Figure 4 to visualize (1) the effects of Theorem 10 and (2), this

lifting for the fence compiler J·Kf
SLS. With respect to (1), the list of compilers on the left is connected

to the strongest semantics to which they can be lifted. With respect to (2), the blue shaded area
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depicts the semantics to which we can lift the security guarantees using Theorem 4 together with
Independence and Safe Nesting. Our lifting approach allowed us to derive secure compilation
results for the 7 semantics in the shaded area with only 1 secure compilation proof (for the base
semantics SLS), 1 simple proof of Trapped Speculation, and other 6 simple proofs of Syntactic
Independence (by syntactic inspection). Without our approach, proving the same results would
have required 7 fully-fledged secure compilation proofs. We remark, that the compiler J·Kf

SLS only
inserts fences against SLS and we require the precondition of B+J+SLS ⊢ 𝑃 : RSS of CRSSP to
ensure security w.r.t to the other semantics. Thus, CRSSP states that the security guarantees of J·Kf

SLS
are preserved for the combinations. A way of removing this precondition would be by composing
different compiler countermeasures together, which we discuss in the following section.

6 Discussion

Scope of the Security Analysis. Lifting the results of our security analysis to real-world CPUs and
compilers is only possible to the extent that our models faithfully represent the target systems.
In terms of CPUs and speculative leaks, any information flow in the target CPU that is not

captured by our speculative semantics (and their combinations) might invalidate our security
proofs in practice. In particular, all speculative semantics from Table 1 consider a commonly-used
attacker model [3, 17, 21, 24, 29–31, 49, 56] that captures a cache-based attacker by exposing
control-flow and memory accesses along non-speculative and speculative execution paths. Any
leaks not reflected in control-flow and memory accesses might, therefore, be missed by our models.
Regarding speculation, for the two new semantics modeling speculation over indirect jumps ( J) and
straight-line speculation ( SLS), the main simplification is in the modeling of speculative indirect
jumps where we over-approximate the effect of prediction structures (e.g., BTB) by allowing any
speculative target. Note, however, that we only support valid instructions in the compiled program
as targets of speculative jumps; speculatively jumping in the middle of program instructions is
not captured by J. For the other semantics ( B, S, and R

), we directly employ state-of-the-art
models from prior work, whose limitations are discussed in [24, 31].
In terms of compilers, any divergence between our models in Section 5.1 and their actual

implementations might, again, invalidate our results. One important simplification of our SLH
compilers J·KUSLH

B and J·KSSLH
B is that the speculation flag is always stored in a dedicated register.

In contrast, the actual SLH implementation in Clang [16] uses a general purpose register for
storing the speculation flag which, in some cases, might be spilled to memory. This might result in
unexpected leaks in case speculation over store-bypasses ( S) might result in loading a stale value
for the speculation flag from memory.

Using the Framework. At this point, the reader may wonder how one can use this framework
when the next version of Spectre comes out. For example, recent work [46] has discovered that
CPUs also speculate on division operations (since this does not lead to actual attacks, we ignored
this speculative semantics in our security analysis). Let us indicate a semantics capturing leaks
resulting from that speculation over divisions with D. The ordering of Figure 2 would have
many new elements, including a top element B+J+S+R+D. Since none of the considered compilers
introduce a division operation, it would be sufficient to prove Syntactic Independence for them,
reuse all the theorems from Sections 5.2 and 5.4 and then apply Theorem 4 in order to obtain that
those compilers are CRSSP for the new speculative semantics B+J+S+R+D.
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Limitations. Our framework currently suffers from three core limitations:
• Composing semantics: Some of the speculative semantics studied in this paper cannot be
composed together, e.g.,

R
and SLS. This is due to a restriction of the underlying combina-

tion framework [24], which does not allow combining semantics that speculate on the same
instruction. This limits the applicability of our lifting theorem in some cases, e.g., we cannot
lift security guarantees from

R
to a semantics containing also SLS (and vice versa).

• Target security properties: Our framework is currently limited to compilers that focus on
preventing different classes of speculative leaks, which is reflected in some core aspects
of our lifting theorems (e.g., its reliance on RSSP and CRSSP). We believe, however, that
our framework can be extended to other classes of security properties beyond speculative
leaks, such as memory safety ( MS) [9] and cryptographic constant time ( CT, equivalent
to our 𝑁𝑆 semantics) [40]. In the case of MS and CT, however, existing semantics that
express these leaks can be composed in a much simpler way than speculative semantics,
without any nesting. Thus, proving that e.g., countermeasures for MS are CRSSP for MS+CT,
only requires reasoning about Independence, because Safe Nesting trivially holds. We leave
reasoning about these results (and composing the resulting semantics with the presented
ones) as future work.
• From Single to Multiple Compilers: Our lifting theorem preserves CRSSP, which means that the
lifted security guarantees only hold for programs that are initially secure for the extension
semantics. To lift this restriction, one could compose multiple compilers where each compiler
prevents leaks for a specific speculative semantics. The current framework, however, does
not provide a way of securely composing compiler passes. Despite this, we believe that this
framework provides a first step towards reasoning about the application of several Spectre
countermeasures. In fact, we speculate that we can use existing results on composing secure
compilers [42] to prove that if a compiler J·K1 is CRSSP with respect to a semantics, and
another compiler J·K2 is CRSSP with respect to the same semantics, then the two can be
composed (

q
J·K2

y
1) and the result is CRSSPwith respect to the same semantics. The presented

work can then be used to (1) first lift single compiler countermeasures to their strongest
semantics and then (2) compose those countermeasures to obtain that the composition is also
CRSSP for the strongest semantics. This would allow for the verification of full compilers,
instead of single compiler passes as we do here. We leave investigating the theory of secure
compilation applied to speculative semantics, as well as its application to the results of this
paper via points (1) and (2) for future work.

7 Related Work

Speculative Execution Attacks. After Spectre [39] has been disclosed to the public in 2018, re-
searchers have identified many other speculative execution attacks [6, 10, 13, 41, 43, 57, 58]. We
refer the reader to Canella et al. [14] for a survey of existing attacks.

Speculative Semantics. There are many semantics capturing the effects of speculatively executed
instructions [11, 17, 20, 22, 24, 29, 31, 44, 49, 50, 56]. These semantics differ in the level of microarchi-
tectural details that are modelled (e.g., from program-level models [31] to those closer to simplified
CPU designs [29]) and the languages that are used (e.g., frommodels targetingWhile languages [49]
to those targeting assembly-style languages [31]); see [18] for a survey of speculative semantics.
As indicated in Table 1, our branch speculation semantics B is from [31], whereas our store-

bypass speculation S and return misprediction
R
semantics are from [24]. These semantics

and our new semantics J and SLS all follow the always-mispredict strategy [31], which explore
mispredicted paths for a fixed number of steps before continuing the architectural execution.
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Security Properties for speculative leaks. Researchers have proposed many program-level proper-
ties for security against speculative leaks, which can be classified into three main groups [18]:

(1) Non-interference definitions ensure the security of speculative and non-speculative instruc-
tions. E.g., speculative constant-time [17] extends constant-time to transient instructions as well.

(2) Relative non-interference definitions [19, 29, 31, 32, 54] ensure that transient instructions do
not leak more information than non-transient ones. E.g., speculative non-interference [31], which
we inherit from the secure compilation framework we build on [49], restricts the information leaked
by speculatively executed instructions (without constraining what can be leaked non-speculatively).

(3) Definitions that formalise security as a safety property [49, 50], which may over-approximate
definitions from the groups above.

Secure compilation for speculative leaks. Our secure compilation framework extends the work
by Patrignani and Guarnieri [49] (which is restricted to branch speculation B) with support for
new speculative semantics and their combinations [24]. In particular, the CRSSP secure compilation
criterion from Definition 9 is an extension of the RSSP criterion from [49].
In Section 5, we analyzed Spectre countermeasures implemented in mainstream compilers (or

variants of them) or suggested by hardware vendors. Next, we review further countermeasures.
Barthe et al. [12] and Shivakumar et al. [53] extend Jasmin [3, 4] to protect constant-time programs

against leaks induced by branch speculation. In contrast, Blade [56] is a countermeasure against
Spectre-PHT targeting Wasm [33] which uses a flow-sensitive security-type system to minimize the
amount of protect statements (either fences or SLH) needed to secure programs. Differently from
our work, which targets speculative non-interference, these works target speculative constant-time.

Swivel [45] is a compiler hardening pass for Wasm that protects against multiple Spectre attacks
(Spectre-PHT, Spectre-BTB, and Spectre-RSB). However, it lacks a formal model and security proof.

In concurrent work, Mosier et al. [44] proposed Serberus, a set of compiler passes that—in
combination with hardware support (e.g., Intel CET-IBT and a shadow stack for return addresses)—
offer protection against Spectre-PHT, Spectre-BTB, Spectre-RSB, Spectre-STL and predictive store
forwarding [6]. For any whole program satisfying static constant time (a stricter variant of constant-
time), Serberus ensures that its compiled counterpart is speculative constant-time. Differently
from our security analysis, where we lift secure compilation guarantees from weaker semantics to
stronger combined semantics, Serberus’ security proof directly targets a speculative semantics incor-
porating all supported speculation mechanisms. Their proof already targets a semantics at the “top”
of the leakage order and does not need lifting (until the discovery of new speculation mechanisms).
Hetterich et al. [34] proposes switchpoline, an alternative to retpoline, to protect ARM cores

from Spectre-BTB. It transforms indirect calls into direct calls and uses a switch statement to select
the correct call target. Interestingly, the authors argue about the importance of compatible counter-
measures and ensure that switchpoline is fully compatible with other Spectre countermeasures,
which is in line with our Independence property (Definition 7).

8 Conclusion

This paper presented a secure compilation framework for reasoning about the security against leaks
introduced by different speculationmechanismsmodeled as (combinations of) speculative semantics.
In particular, we developed a lifting theorem that allows us to lift a compiler’s security guarantees
from a weaker base speculative semantics to a stronger extended speculative semantics that
accounts for more speculation mechanisms. Additionally, we precisely characterized the security
guarantees provided by 9 Spectre-countermeasures implemented in mainstream compilers against
23 different speculative semantics covering combinations of 5 different speculation mechanisms.
Our lifting theoremwas instrumental in allowing us to precisely characterize each countermeasure’s
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guarantees against all combined semantics without requiring additional secure compilation proofs
(beyond the proof of security against each compiler’s base semantics).
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